Inverse perspective mapping for real-time Lane Detection in City Streets
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ABSTRACT

Lane detection is a crucial step in any autonomous driving system in order to decrease car accidents and increase safety. In this paper, based on inverse perspective mapping and Probabilistic Hough Transform, we propose a lane detection system which works on city street images. First, we calculate the top view of street image by adopting inverse perspective mapping. Second, the lanes are rectified using a specifically designed filter which enhances the lanes and suppresses other elements. Then, by using Probabilistic Hough transform the location of the lanes is detected in the images. For the final refinement, lane candidates are mapped to the road image using perspective mapping and the lane intensity is analyzed to reduce false acceptance. We evaluate the performance of the proposed method on Caltech-lane dataset and the obtained results prove that the proposed algorithm is able to detect straight lanes.
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1. Introduction

To avoid thousands of accidents happening every day, we need to equip our cars in a way that they can automatically realize road conditions and road marks. For this reason, a lot of researchers have focused on Driver Assistance Systems (DAS) [1,2] which provides assistance for the driver and autonomous car driving. Machine learning [1] and image processing [3,4] are two important tools which ease man processes in DAS. Many outside objects like the pedestrians, shadows from trees and buildings and weather conditions, make autonomous car driving in city streets more complex than highways. Determining the correct location of the car on the road is one of the important steps in any autonomous car driving and DAS. For both purposes, Lane Departure Warning (LDW) is a very important task and lane detection is a key step to reach this goal. Therefore it is vital to have precise information about the location of road lanes and road boundaries to keep a car in the line.

Presence of too many external conditions (e.g., daytime and weather) and different lane marks, retained this area still challenging and active. This topic has been widely studied in [1-6]. Various vision-based lane detection techniques have been suggested with different approaches such as morphological operations [7,8], tracking based [9-11], Hough transform [12-17] and neural network [18-23].

2. MATERIALS AND METHODS

Many of the model based lane detection systems generally consist of the following steps [16,24]: 1) camera calibration, 2) road lane feature extraction (edges, colors and etc), 3) model fitting. Lanes are straight lines if we look at them from the top view. However, due to the perspective projection, they lose this property. Knowing the camera parameters (using a camera calibration stage), different algorithms have been proposed which work based on Inverse Perspective Projection (IPM) [11, 24-28] to obtain the top view of the road.

In [24], the authors proposed a method based on RANSAC line fitting algorithm. At first, the top view of the road is obtained using IPM. Then the image is filtered with a selective IPM. The next step is an initial line estimation followed by a fast RANSAC algorithm to fit Bezier Splines. Similarly, the authors of [11], use the IPM image followed by line kernel filtering and RANSAC to detect lines. Furthermore, they adopt Kalman filter to track the lines and estimate their position. In [27], based on IPM, the authors proposed a lane detection method using an improved feature map. Similar to previous approaches, IPM is used to eliminate the perspective effect from the road image. They first estimate the global lane orientation using edge orientation histogram. Then, based on the initial estimation of global lane orientation they increase the SNR of the feature map. 1-D hough transform is used to search for the lines and finally, lanes are detected by fitting parabolic lane models. For IPM, one needs the camera calibration in order to estimate and remove the effect of perspective projection. The authors in [28] proposed a calibration-free algorithm that uses road boundaries for an automatic IPM. After obtaining the road top view, the image is filtered with a filter template and binarized by a fixed threshold value. Then the connected component analysis is employed for eliminating tiny areas. Lastly, the columns that have large non-zero values are considered as lane markings. The authors in [16] implement HT on a FPGA. They reduced the dimensionality of hough space and perform parallel voting. By parallel processing of the voting and synchronized initialization of Hough space, they enhance the speed on XGA video.

While most of the algorithms adopt gray level images for lane detection, the use color models has also absorbed attention [29-31,33,35]. The authors of [29] proposed lane detection based on HSI color model. In the first phase, the RGB image is converted into HSI color model and difference of intensity distribution is clustered with fuzzy c-means algorithm. In [30] the authors adopted YIQ color space. For spatial information processing, they combine fuzzy C-mean, self-clustering algorithm (SCA), and fuzzy rules and detect brightness changes. To locate the lane boundaries they use fan detection and canny edge detector. The authors of [31] proposed a lane
mark color predictor obtained by training a Gaussian Radial Basis Function on the RGB color information of lane marks. The system then receives an RGB image classifies the pixels as candidates. Horizontal gradient of the candidates are used to accept the candidates as lane marks or reject them. A final Hough line fitting is used to remove outliers. Recently, the use of color features as the inputs of a fuzzy inference system (FIS) is proposed in [32] to overcome the problem of shadow in road images. As the first feature, they use the color difference in the HSV color space and the second one is the difference in the gray level image. The shadow level is then determined by feeding the features into the FIS and the line detector parameters are then tuned accordingly. Further conditions are applied to remove invalid line segments.

With the recent success of Deep Neural Networks (DNN) in different tasks, several methods have been proposed that use them to detect lanes [19-23]. In [19] a Safe Lane-Change Aid Network (SLCAN) is proposed by training a Deep Convolutional Network to detect and classify lanes. The authors of [20] proposed two neural networks scenario. The first network determines the existence of the geometric attributes and the target via a multi-task deep convolutional network and the second network is used for structured visual detection. Both networks are used for lane boundary detection in traffic scenes. In [22], a DNN is proposed that detects the lanes from down facing cameras. Apart from being lane boundary detection, the system has a sub-centimeter accuracy.

Recently, the authors of [34] proposed a lane detection technique that is able to distinguish between dashed and solid lanes. Their method has two stages, main processing and post-processing. In the first step, they determine the region of interest and then find the line segments. In the second step, they use the angle of line segments to eliminate wrong line segments. In the last step is the lanes are detected.

The proposed method in this article adopts inverse perspective mapping (top view), two-dimensional Gaussian filter, lane localization and probabilistic Hough transformation. The algorithm works in real-time, needs few input parameters and is robust to changes in intensities caused by different weather conditions.

It has to be mentioned that our work is different from the one proposed [24] in several aspects. First, in [24] the authors have the exact position of the camera (hence the projection matrix) using different sensors while in ours we obtain the projection matrix using only one dashed lane segment. Second, we adopt Probabilistic Hough Transform in order to find lanes instead, in [24] the authors used RANSAC [36] line and spline fitting. Third, in our method, the possible location of the lanes in the inverse perspective mapping image is obtained using a heuristic method.

The rest of this article is organized as follows: the proposed algorithm is explained in section 3. Section 4 is dedicated to the experimental results and Section 5 concludes this article.

3. PROPOSED METHOD

In this section, we explain the proposed algorithm for lane detection which has six steps till a lane is detected in the image. Due to perspective projection in imaging systems, lanes are distorted in the captured image. In the first phase, we adopt IPM to obtain the top view of the road. In the second step, a trapezoid ROI to find lanes is determined. In the third phase, the top view images are filtered such that the lanes are rectified while other objects are suppressed and then by thresholding the lane candidates are selected. The fourth step finds the lanes in the image while in the fifth phase; lines are fitted to the detected lanes. Finally, by post-processing some refinements are applied to improve the performance. The overall procedure of the proposed method can be seen in Figure 1. The blue rows demonstrate the steps while the gray rows show the sub-steps correspond to each step. In the following, each of the above-mentioned parts is explained in details.
3.1 INVERSE PERSPECTIVE MAPPING

Due to perspective projection in imaging systems, lane distances and lane widths change in different parts of an image. Inverse Perspective Mapping has been proposed to overcome this problem [37]. Hence, the first step is to eliminate the perspective effect of the images. To apply IPM and obtain the top view image, one needs a matrix named inverse perspective mapping matrix (homography matrix). To obtain homography matrix, the camera parameters, the distance of the camera to the road (road assumed to be flat), rotation of the camera, yaw and pitch of the camera are needed. To reduce computational cost it’s assumed that yaw is too small. Knowing the entire above-mentioned parameters one can calculate the homography matrix [24].

However, if those parameters are unknown, there is another solution which can be adopted. Having four points in the image plane with their corresponding top view, one can estimate the homography matrix. For this purpose, an image which contains a dashed lane is needed. Then, four points corresponding to the corners of a dashed lane \( \{p_1, p_2, p_3, p_4\} \) are extracted. The goal is to find a mapping (homography matrix) which transfer them into four relative points in the top view \( \{\hat{p}_1, \hat{p}_2, \hat{p}_3, \hat{p}_4\} \) (See Figure 2). Homography matrix can be computed using these corresponding points \( \{p_1, p_2, p_3, p_4, \hat{p}_1, \hat{p}_2, \hat{p}_3, \hat{p}_4\} \). The procedure is as follows.

These points are written as a 9x2 matrix as

\[
p_i = \begin{bmatrix}
-x_i & -y_i & -1 & 0 & 0 & 0 & x_i \hat{x}_i & y_i \hat{y}_i & \hat{x}_i \\
0 & 0 & 0 & -x_i & -y_i & -1 & x_i \hat{x}_i & y_i \hat{y}_i & \hat{y}_i \\
-x_2 & -y_2 & -1 & 0 & 0 & 0 & x_2 \hat{x}_2 & y_2 \hat{y}_2 & \hat{x}_2 \\
0 & 0 & 0 & -x_2 & -y_2 & -1 & x_2 \hat{x}_2 & y_2 \hat{y}_2 & \hat{y}_2 \\
-x_3 & -y_3 & -1 & 0 & 0 & 0 & x_3 \hat{x}_3 & y_3 \hat{y}_3 & \hat{x}_3 \\
0 & 0 & 0 & -x_3 & -y_3 & -1 & x_3 \hat{x}_3 & y_3 \hat{y}_3 & \hat{y}_3 \\
-x_4 & -y_4 & -1 & 0 & 0 & 0 & x_4 \hat{x}_4 & y_4 \hat{y}_4 & \hat{x}_4 \\
0 & 0 & 0 & -x_4 & -y_4 & -1 & x_4 \hat{x}_4 & y_4 \hat{y}_4 & \hat{y}_4 \\
\end{bmatrix}
\]

By stacking the \( p_i \) matrices calculated for the 4 corners, the \( P \) matrix is obtained as (2) where \( P \) \( H \) is obtained,

\[
P = \begin{bmatrix}
-x_1 & -y_1 & -1 & 0 & 0 & 0 & x_1 \hat{x}_1 & y_1 \hat{y}_1 & \hat{x}_1 \\
0 & 0 & 0 & -x_1 & -y_1 & -1 & x_1 \hat{x}_1 & y_1 \hat{y}_1 & \hat{y}_1 \\
-x_2 & -y_2 & -1 & 0 & 0 & 0 & x_2 \hat{x}_2 & y_2 \hat{y}_2 & \hat{x}_2 \\
0 & 0 & 0 & -x_2 & -y_2 & -1 & x_2 \hat{x}_2 & y_2 \hat{y}_2 & \hat{y}_2 \\
-x_3 & -y_3 & -1 & 0 & 0 & 0 & x_3 \hat{x}_3 & y_3 \hat{y}_3 & \hat{x}_3 \\
0 & 0 & 0 & -x_3 & -y_3 & -1 & x_3 \hat{x}_3 & y_3 \hat{y}_3 & \hat{y}_3 \\
-x_4 & -y_4 & -1 & 0 & 0 & 0 & x_4 \hat{x}_4 & y_4 \hat{y}_4 & \hat{x}_4 \\
0 & 0 & 0 & -x_4 & -y_4 & -1 & x_4 \hat{x}_4 & y_4 \hat{y}_4 & \hat{y}_4 \\
\end{bmatrix}
\]

\[
\begin{bmatrix}
\hat{x}_1 \\
\hat{y}_1 \\
\hat{x}_2 \\
\hat{y}_2 \\
\hat{x}_3 \\
\hat{y}_3 \\
\hat{x}_4 \\
\hat{y}_4 \\
\end{bmatrix}
= 0 \quad (2)
\]

To avoid the trivial solution of \( H \) being all zeros, we add the constraint of \( |H| = 1 \). Using Singular Value Decomposition one can calculate the solution (i.e., \( H \) matrix).

Once the homography matrix \( H \) is obtained, the points can be projected using Eq. (3). For further information and mathematical proves of Eq. (1), (2) and (3), we refer the interested readers to [38].

In this article, we adopt the second scenario. Only in one image, we manually select four corner points correspond to the corners of a dashed lane and calculate the homography matrix using the above-mentioned procedure. By applying inverse perspective projection of an image using the calculated Homography matrix, we obtain the top view of the image where the distance and width of the lanes are constant. Figure 3 shows an example of an image and its top view. As we observe the lanes are now parallel and horizontal.
\[
\begin{bmatrix}
\dot{x} \\
\dot{y} \\
1
\end{bmatrix} =
\begin{bmatrix}
h_{11} & h_{12} & h_{13} \\
h_{21} & h_{22} & h_{23} \\
h_{31} & h_{32} & h_{33}
\end{bmatrix}
\begin{bmatrix}
x \\
y \\
1
\end{bmatrix}
\]

(3)

Figure 2: Selecting four corresponding points to calculate Homography matrix

Figure 3: Image space and inversed perspective mapping view.

### 3.2. Region Of Interest

The next step is ROI detection to look for lanes. As the image contains a lot of unnecessary parts such as sky, trees and etc., defining a Region Of Interest (ROI) have mainly two advantages. Firstly, it reduces the computational time of the method, as we will not search the whole image but a fraction of it. Secondly, it reduces the environmental effects cause by rain and fog and can reduce the false positive error.

The authors in [39] used vanishing point to define ROI. An important remark about the ROI is that it has to have the road with the least amount of unnecessary area (the area that we know does not contain lanes). While in the top view image the lanes are in a rectangular area, it is not the case in the perspective view. Hence, adopting a rectangular ROI [32, 34] in the perspective view is not the best choice.

To define a proper ROI, first, a rectangular area in the IPM image is defined (Figure 3. right). Then by applying the perspective mapping, the ROI in the perspective image is obtained. As we observe in Figure 3.left the obtained ROI has a trapezoidal shape and contains only the area in which the lane may appear.

### 3.3. Filtering and Thresholding

After calculating the image top view, the next step is to detect possible lanes. This process has two stages, filtering and thresholding. In the first step, the image is filtered such that the lanes are enhanced while other objects are suppressed. Then, using a variable threshold value, the candidates for lanes are selected.

In order to magnify lanes, we apply a two dimension filter similar to the one used in [24]. This filter is composed of a one dimension Gaussian smooth filter \( f_v(y) = \exp\left(-\frac{1}{2\sigma_y^2} y^2\right) \) with \( \sigma_y^2 \) variance which helps lanes in the vertical orientation to be smoother and a one dimension second derivative Gaussian filter \( f_h(x) = \frac{1}{\sigma_x^2} \exp\left(-\frac{1}{2\sigma_x^2} x^2\right) (1 - \frac{x^2}{\sigma_x^2}) \) with \( \sigma_x^2 \) variances to magnify low-high-low intensity sequences in the horizontal orientation. While the first filter smooths the image to reduce noise, the second one magnifies the lanes. Figure 4.left shows a sample image after filtering. As we observe, the lanes have higher values compared to non-lane parts of the image.

The next step is to select the lane candidates by thresholding. Since the lanes are enlarged, it is easy to separate them by thresholding. Similar to [24], a threshold is selected such that 97.5% of the pixels with low values are set to zero. In the thresholded image, all pixels with intensity values higher than the threshold retain their original values, while those pixels with intensity values less than the threshold had their values set to zero. Figure 4.left shows the image after applying the threshold.
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Figure 4: Filtered image and threshold image.

3.4. Lane Detection

In this step, the goal is to locate the lane candidates and to remove the candidates which were erroneously selected in the previous step. This step will further remove possible false points. The procedure is as follows.

In the thresholded image, the intensity of pixels are summed up column by column that leads to a vector with the length equal to the number of ROI columns and we call it “sum vector”. Then, a smooth Gaussian filter is applied to this vector to merge close lines. Locations of local maxima in this vector are initial candidates for lane location. However, not all local maxima correspond to the lanes and some of them might happen due to the noise or illumination variations such as lens flare or spreading sunlight in the captured image.

To refine these locations, the following operations are adopted, a) normalize all of the sum vectors in a way that the maximum value is equal to one. This step removes the differences that may happen when the images are captured in different illumination conditions. b) Eliminate values smaller than 0.2 which correspond to small objects with low-intensity values which we are sure, they are not lanes. However, in the conditions that the sun is facing a car, the values of sum vector take biases that cause many maxima that exceed 0.2. Hence, to remove these wrong local maxima, the rest of the procedure is proposed. c) Define a window proportional to local maximum value and calculate ratio and diff using Eq. (4) and Eq.(5). d) remove the maxima that have ratio smaller than 0.5 and diff value lower than 0.1. Ratio and diff constraints help to robust lane location from lens flare or spreading sunlight in the road.

\[
\text{ratio} = \frac{\text{maxval}}{\text{minval}} \quad (4) \\
\text{diff} = \text{maxval} - \text{minval} \quad (5)
\]

In these formulas, maxval and minval are local maximum and minimum values in the related window, respectively. Figure 5 shows example of minval and maxval points for two candidates and their corresponding window. Candidate points that pass these conditions are selected for line fitting. Figure 6 shows the initial candidates and the red stars are the selected points for the next stage.

Figure 5: Minval and maxval points for two candidates.

Figure 6: Red and blue stars are initial candidates for lane location. Red stars are winner candidates for lane location. Blue dot lines show the windows related to local maxima

3.5. Line Fitting

The goal of this phase is to group the candidate pixels which belong to a lane. Hough Transform (HT) is one of the main algorithms proposed for line detection. It is an algorithm based on the voting strategy in which each point, votes for the lines that pass through that point. This process is performed for all candidate points and finally, the lines that have the highest votes are selected. Every line is defined in the polar coordinate system as

\[
\rho = x\cos(\theta) + y\sin(\theta) \quad (6)
\]

where x and y are the location of a point on a line in the Cartesian coordinate system, \(\theta\) is the
angle between the vector orthogonal to the line and the x-axis and \( \rho \) is the shortest distance between the origin and the selected line. For each candidate point \((x_i, y_i)\), each pair of \((\rho, \theta)\) that Eq. (6) are the parameters of a line that passes through that point. For a series of candidate points, the pairs that match with most of the candidate points are parameters of the lines that exist in the image. In order to find the lines in the image, each candidate points votes for the line parameters that pass through it. This process is time consuming especially if there are a lot of candidate points in the image.

Probabilistic Hough Transform (PHT) \([40]\) is a variation of HT where instead of using all points for voting, it randomly selects sufficient number of samples to detect lines. According to \([40]\), given all available input features, one can define the PHT (i.e., \(\mathcal{H}(\mathbf{y})\)) as the log of probability density function (PDF) of the output parameters. Consider an input image with a set of feature measurements as \(X_n = \{x_1, x_2, \ldots, x_n\}\) where \(n\) is the number of features and a specific point in parameter space \(y\). The PDF in the Hough space is \(p(y|X_n)\) and consequently \(\mathcal{H}(y) = \ln[p(y|X_n)]\) is the PHT that by Bayes' rule is equal to

\[
\mathcal{H}(y) = \sum_{i=1}^{n} \ln[p(x_i|y)] + \ln[p(y)] + D
\]

where \(D\) is a constant and \(p(y)\) is a priori probability distribution.

In our work, we adopt PHT to fit one or more lines to the candidate points that are selected in the previous step. In our Hough model, the maximum allowable line gap is equal to 5 pixels and minimum line length is 30 pixels. Figure 7 shows the result of fitting lines on a thresholded image using PHT algorithm.

3.6. Post-Processing

In the post-processing step that is the final step, final lane refinements are performed. After fitting lines on a thresholded image, the lines from top view space are projected to the image space. In the filtering step, we had used a 2d Gaussian filter that magnified low-high-low intensity sequences. This filter can cause high output values for the shadow of a tree or car, therefore, in some cases; they got selected erroneously as the lanes. For more refinement of lane localization, the calculated lines are projected to the image space and the line pixels that their intensity values are smaller than a specific threshold are eliminated. As setting a fixed value for this threshold can cause false rejection is the dark area, the threshold value is defined adaptively and is set to 30% of maximum intensity level. The lines that pass this step are considered as road lanes.

4. Experimental results

5. In this section we explain the results obtained from an empirical evaluation of the proposed lane detection system. Two subsets of the Caltech-lanes dataset namely Cordova 1 and Cordova 2 are selected for the evaluation in two modes. First, the 2-lanes mode in which the goal is to detect only two lanes boundaries on the left and right side of the car (Small ROI) and second, the all-lanes mode in which
all visible lanes in ROI are looked for (Larger ROI). Some of the features of the adopted database are described in Table 1. For numerical evaluations, after obtaining the number of correctly detected lanes (TP), number of missed lanes (FN) and number of erroneously detected lanes (FP), the precision, recall and F-measures have been calculated according to Eq. (7)-(9)

\[
\text{Precision} = \frac{\#TP}{\#TP + \#FP}
\]

(7)

\[
\text{Recall} = \frac{\#TP}{\#TP + \#FN}
\]

(8)

\[
F - \text{measure} = 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}
\]

(9)

Table 1: Dataset description

<table>
<thead>
<tr>
<th>Clip</th>
<th>Dataset</th>
<th>#frame</th>
<th>#lane boundaries in 2-lane mode</th>
<th>#lane boundaries in all lanes in ROI mode</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Cordova 1</td>
<td>250</td>
<td>466</td>
<td>1024</td>
</tr>
<tr>
<td>2</td>
<td>Cordoba 2</td>
<td>406</td>
<td>472</td>
<td>845</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>656</td>
<td>938</td>
<td>1869</td>
</tr>
</tbody>
</table>

Table 2 shows the results of the two-lane mode. As we observe, on the Cordova 1 set the algorithm has a very high precision and recall rate. Also in the Cordova 2 set, the recall is still high while we observe a larger value of false positive and consequently low value for precision. This is mainly due to the fact that in some parts of Cordova 2 dataset, the street boundaries are so similar to white and yellow lanes hence, erroneously are detected as lanes. As we will observe, this erroneous lane detection will also reduce the precision in the rest of the experiments. For visual demonstrations, Figure 8 shows some the result images for the two-lane detection scenario where the detected lanes are colored in green. We compare the results of our proposed method with the one proposed by Aly [24]. As we observe in Table 3, the proposed method has a higher recall values for both datasets while a close precision in Cordova 1 and a lower value for Cordova 2 for the reason explained above.

Table 2: Results of the proposed method in 2-lane detection scenario

<table>
<thead>
<tr>
<th>Dataset</th>
<th>#total</th>
<th>#detected</th>
<th>#TP</th>
<th>#FN</th>
<th>#FP</th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cordova 1</td>
<td>466</td>
<td>484</td>
<td>463</td>
<td>3</td>
<td>21</td>
<td>0.96</td>
<td>0.99</td>
<td>0.97</td>
</tr>
<tr>
<td>Cordova 2</td>
<td>472</td>
<td>828</td>
<td>464</td>
<td>8</td>
<td>364</td>
<td>0.56</td>
<td>0.98</td>
<td>0.71</td>
</tr>
<tr>
<td>Total</td>
<td>938</td>
<td>1312</td>
<td>927</td>
<td>11</td>
<td>385</td>
<td>0.70</td>
<td>0.99</td>
<td>0.82</td>
</tr>
</tbody>
</table>

Table 3: Comparative results for 2-lanes mode

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Method</th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cordova 1</td>
<td>Ours</td>
<td>0.96</td>
<td>0.99</td>
<td>0.97</td>
</tr>
<tr>
<td></td>
<td>[24]</td>
<td>0.97</td>
<td>0.97</td>
<td>0.97</td>
</tr>
<tr>
<td>Cordova 2</td>
<td>Ours</td>
<td>0.56</td>
<td>0.98</td>
<td>0.71</td>
</tr>
<tr>
<td></td>
<td>[24]</td>
<td>0.62</td>
<td>0.96</td>
<td>0.75</td>
</tr>
</tbody>
</table>

Table 4 shows the result of the evaluation in the second mode, where the goal is to find all of the
lanes in the ROI. Similar to the two-lane mode, in Cordova 1 the precision and recall are high while in Cordova 2 the recall has a high value, meaning that most of the lanes have been detected. It should be mentioned that although the number of lanes has increased, the recall is close to the two-lane scenario, which shows that the proposed method is able to detect the lanes, no matter where the lanes are located and how big is the ROI. Figure 9 and Figure 10 show some samples of lane detection for all visible lanes in the ROI in Cordova 1 and Cordova 2 datasets, respectively.

Moreover, we compare the performance of the proposed method with some other lane detection techniques namely, Aly method [24], and two very recent methods proposed by Hong, [32] and [34]. Since all methods have been implemented on the Caltech lane dataset, we use the performances reported by each author in their original article. As we observe from the results in Table 5, for Cordova 1 dataset the proposed method has the best performance (Precision, Recall and F-measure) compared to all comparative methods. For the Cordova2 dataset, the proposed method has the highest recall value, meaning that it has the best performance to detect lanes if they present in the image. However, for the same reason explained before (false detection of road boundaries), the precision of the proposed method is not the best.

**Table 4: Results of detecting all lanes**

<table>
<thead>
<tr>
<th>Dataset</th>
<th>#Total</th>
<th>#Detected</th>
<th>#TP</th>
<th>#FP</th>
<th>#TN</th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cordova 1</td>
<td>1024</td>
<td>1030</td>
<td>1002</td>
<td>22</td>
<td>28</td>
<td>0.97</td>
<td>0.97</td>
<td>0.97</td>
</tr>
<tr>
<td>Cordova 2</td>
<td>845</td>
<td>1290</td>
<td>830</td>
<td>15</td>
<td>451</td>
<td>0.64</td>
<td>0.98</td>
<td>0.77</td>
</tr>
<tr>
<td>Total</td>
<td>1869</td>
<td>2320</td>
<td>1832</td>
<td>37</td>
<td>479</td>
<td>0.79</td>
<td>0.98</td>
<td>0.84</td>
</tr>
</tbody>
</table>

**Figure 9: Our lane detection system for all visible lanes in ROI on Cordova 1.**

**Figure 10: Our lane detection system for all visible lanes in ROI on Cordova 2.**

**Table 5: Comparative results for all visible lanes in ROI**

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Method</th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cordova 1</td>
<td>Ours</td>
<td>0.97</td>
<td>0.97</td>
<td>0.97</td>
</tr>
<tr>
<td>[24]</td>
<td>0.94</td>
<td>0.91</td>
<td>0.92</td>
<td></td>
</tr>
<tr>
<td>[34]</td>
<td>0.96</td>
<td>0.93</td>
<td>0.94</td>
<td></td>
</tr>
<tr>
<td>[32]</td>
<td>0.92</td>
<td>0.89</td>
<td>0.91</td>
<td></td>
</tr>
<tr>
<td>Cordova 2</td>
<td>Ours</td>
<td>0.64</td>
<td>0.98</td>
<td>0.77</td>
</tr>
<tr>
<td>[24]</td>
<td>0.59</td>
<td>0.85</td>
<td>0.7</td>
<td></td>
</tr>
<tr>
<td>[34]</td>
<td>0.87</td>
<td>0.98</td>
<td>0.92</td>
<td></td>
</tr>
<tr>
<td>[32]</td>
<td>0.78</td>
<td>0.87</td>
<td>0.82</td>
<td></td>
</tr>
</tbody>
</table>
Inverse perspective mapping for real-time Lane Detection in City Streets

Figure 11 shows some examples that our model in spite of detecting all-lanes, has falsely detected some extra lanes. The false detection lanes are mainly due to the presence of road boundaries which has a similar shape to the road lanes.

Figure 11: Detecting false lanes in Cordova 2 dataset

Also, a system should not be forced to report lanes in an image and one way to evaluate the system is to observe the results when no lanes present in the image. Figure 12 shows the results on different images when no lane presents in the image. As we can see the system has not detected any lane in such cases.

Figure 12: Lane detection when no lane presents in the image of Cordova 1 (top row) and Cordova 2 (bottom row)

6. Conclusion

In this article, we proposed a new lane detection approach which contains several steps namely, inverse perspective projection, lane magnifying, lane selection, probabilistic Hough transform and post-processing based on intensity. The proposed method has been evaluated on two datasets of Caltech-lane database and the results show that the proposed method has a high recall in detecting lanes. The proposed method is able to detect lanes in different scenarios such as 2-lane mode, all lanes in ROI, no lane, zebra crossing and curved lanes. The reason for the high false positive rate in the Cordova 2 dataset is the road boundaries that are similar to white and yellow lanes. Although detection of road boundaries is erroneous in the sense that they are not lanes, it does not conflict with the main idea of the algorithm because road boundaries are kind of lane marking and detecting them prevents the autonomous driving car from the departure of the road.

In our future work, we will focus on increasing the precision of our algorithm by differentiating between the lanes and the road boundaries. To further improve the performance, we propose working on filtering step in a way that avoids extracting shade of cars as lanes. Moreover, tracking the already detected lanes can further enhance the precision of the lane detection.
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